tOAERm 99
Q ¥V Congresso Brasileiro de Engenharia_Mecdnica
T

Era zilian GnRngress o Mechanica ngineering
22 - 26 de Novembro de 1999/ November 22 - 26, 1999 Aguas de Linddis, 580 Paulo,

NEURAL NETWORK REPRESENTATION OF ALEXANDER'SMODEL FOR THE
ROLLING PROCESS

L.E. Zéarate, Dr.

Dept® de Ciéncias Quanticas, FCG-UNA

Belo Horizonte - MG, Brasil, E-mail: zarate@brhs.com.br

H. Helman, Ph. D.

Dept® de Engenharia MetalUrgica e de Materiais, EEUFMG
Belo Horizonte-MG, Brasil. E-mail: hhelman@demet.ufmg.br
J.M. Galvez, Ph.D.

Dept® de Engenharia Mecanica, EEUFMG

Belo Horizonte-MG, Brasil. E-mail: jmgm@dedalus.lcc.ufmg.br

Abstract. The rolling process mathematical modeling involves nonlinear parameters and
relationships that usually lead to nonlinear equations of difficult numerical solution. Such is
the case of Alexander's model (1972), considered one of the most complete regarding the
rolling theory. For simulation purposes, Alexander's model requires too much computational
time, which preventsits use in on-line control and supervision systems.

In this work, two neural network structures are trained using process and operation data
respectively, generated by Alexander's models. The neural models are validated through
simulation. Finally, the neural network models are used to obtain the sensitivity factors of the
process by differentiating the network outputs.

It is shown that the new neural network representations allow to obtain process equations for
different operation points. Results of the representations are presented.
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1. INTRODUCTION
The existent theoretical models for the rolling process allow to calculate the rolling load
by unit width (P) and torque (T,) of non-linear expressions as: Egs. (1) and (2).

P=f(h,hy,t,,t; .H.;’.E.R) (1
T, = f(h,h, bt .H.;’.E.R) (2

withhy =input thickness; h, = output thickness;t, =back tension;t, =front tension; y =
average yield stress; u =friction coefficient; E =Y oung modulus of the strip; R= roll radius.



It is convenient to have equations to calculate the outgoing thickness and the rolling load,
Eq. (3), interms of the other parameters. Thiswill permit to analyze the effect of disturbances
in the entry thickness, front or back tensions, average yield stress and friction coefficient on
the rolling load and, therefore, on the outgoing thickness.

(hy, B,)=T (\N'g'M’Y/’hi tot e ER) (3
where: W = strip width; M = rigidity rolling mill modulus; g = roll gap.

Equations. (1), (2) and (3) involve non-linear parameters and relationships that usually
lead to non-linear equations of difficult numerical solution. Such is the case of the
Alexander's model (1972), considered as one of the most complete in the rolling theory. For
simulation purposes, Alexander's model requires a significant computational effort, which
prevents its use in on-line control and supervision systems.

In Egs. (1), (2) and (3), the rolling load value depends on the output thickness value and
vice versa. Therefore, an "algebraic loop" exists in Eq. (3) that prevents the analytical
calculation of those parameters.

To solve this problem, a numerical solution involving successive iterations can be used.
This procedure may demand a great computational effort in order to calculate the new
operation point when a disturbance takes place in the rolling process. The computational time
varies according to the different operation points. This prevents the use of this type of
numerical solution in on-line control and supervision systems.

Other forms to represent the rolling process use neural networks and sensitivity factors.

In this paper, two neural network representations for the cold rolling process based on
Alexander's model, are presented.

In section 2, the neural network based representation of the rolling process, is presented.
In section 3, the calculation of the sensitivity equations through the differentiation of the
neural network is shown. In section 4, the neural models are validated through simulation.
Finally, conclusions of the representations are discussed.

2. REPRESENTATION OF THE ROLLING PROCESS THROUGH ARTIFICIAL
NEURAL NETWORKS

Artificial neural networks (ANN) have been the focus of great deal of attention during
the last decade, due to their capabilities in solving non-linear problems by learning (Hunt et.
al., 1992 and Sbarbaro-Hofer et.al., 1993). Actually, these nets are presently widely used in
metallurgical process, as in Andersen, et. al. (1992), Smart (1992), Zarate (1998) and Zarate
et. al. (1998a,b).

In this section, two representations for the rolling process (Egs. (1) and (2)) and rolling
mill operation (Eg. (3)) through ANN, are presented.

2.1 Representation of the rolling process

The set of parameters to represent the rolling process is given by:

(h, ottty t,,y) O IENEIES. (P, T,) (4)

Figure 1, showsthe structureto represent the rolling process by an ANN.
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Figure 1- Structure to represent the rolling process by an ANN
The representation has 6 entries, generating 729 training sets, assuming that each entry
may have three different values. Alexander's model (Alexander, 1972) was used to generate a
database for the cold rolling mill process.

2.2 Representation of the rolling mill operation.

The set of parameters to represent the rolling mill operation is given by:

(h, gt t,,y) O EMEE (h,,P,) ()

Note that the rolling load (P, ), the strip width (W) and the roll gap (g) values are related
to output thickness through the elastic equation of the mill, Eq. (6).

P.W

M (6)

h, =g+

Figure 2 shows the structure to represent the rolling mill operation by an ANN.
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Figure 2- Structure to represent the rolling mill operation by an ANN

Observe that the representation of the rolling mill operation considers an ANN trained in
the neighborhood of an operation point, assuming the mill modulus and strip width as
constants.

Observe that the representation of the rolling mill operation considers the roll gap as an
entry. This entry is calculated through Eq. (6), considering the mill modulus and strip width
as constants for all the training sets. This congtitutes a limitation for the representation, since
the strip width is a dependent variable.

The introduction of the strip width as a new entry in the ANN, results in 7 entries,
generating 2187 training sets, assuming that each entry may adopt three different values.



When some deviation from the operation point (not considered in the network training) is
expected, an adaptive configuration may be used in order to operate the on-line
representation. In this case, the neural network will remain training, aiming at updating the
weights. Normally, the computational time involved in training an ANN is big and a new
entry can prevent its use in on-line control and supervision systems, if an adaptive structure is
used.

A strategy that permits to consider the strip width as an independent variable represents
the output thickness (h,) as a function of the sensitivity factors: Egs. (7) and (8).

Ap:aPAhi+ apAhf+aPAtr+aPAtf+aPAu+aliA§ @)
on oh, gt ot o U 2y

ATq = 219 AR+ 219 AR + 9T 4 OTA p; 49T 2, 2 TA Y (g)
ah an, ot at, o U ay

As the rolling mill is not perfectly rigid, the outgoing thickness is influenced by the
elastic equation of the rolling mill Eqg. (6). Any variation in the roll gap can be expressed as:

APW

Ah. = Ag+ )

Combining the Egs. (7) and (9), the expression to calculate the outgoing thickness, Eq.
(10) can be obtained. This equation requires the calculation of the sensitivity factors.

Ah, :L{ MAg+£Ahi+£Atb+EA'Eﬁ@AII"‘@Ay} (10)
Mow P W T an ot at, ou — dy
ah,

where Ah,=h, - h,

Normally, the sensitivity factors are calculated from equations of difficult analytical
solution, as in Alexander's model. In this paper, the sensitivity factors are calculated through
the differentiation of a neural network. To that aim, the neural network based representation
of the rolling process (EQ. (4)) is used.

In this case, a back-propagation neural network with six inputs (N=6), two outputs (M=2)
and one hidden layer with 13 neurons (2N+1), isused. A sigmoid function was selected as the
activating function.

Generally, the largest effort to train a neural network lies on collecting and pre-
processing the input data. The pre-processing operation consists in the normalization of the
data, in such away that the inputs and outputs values be within the 0 to 1 range.

The following procedure was adopted to normalize the input data before using it in the
ANN structure:

* In order to improve convergence of the ANN training process, the normalization interval
[0, 1] wasreduced to [0.2, 0.8].
» The datawas normalized through the following formula:

Ln=(Lo-Lmin)/(Lmax - Lmin) (11)



Where Ln is the normalized value, Lo value to normalize, Lmin and Lmax are minimum

and maximum variable values, respectively.
L min and Lmax were computed as follows:

Lmin = (4 x Limitelnf. - LimiteSup) / 3 (12
(13)

Lmax = (Limitelnf. - 0.8 x Lmin) / 0.2

3. SENSITIVITY EQUATIONS

In this section, the calculation of the sensitivity factors through the differentiation of a
general neural net, with N entries, M exits and L neurons in the hidden layer, is presented.

The currently used symbols are:

U,, i =0,...,N arethenet entriesand U, =1 isapolarization entry
f2() i =0,..,N arethe normalization entry functionsand f;'(.) =1
X;, 1 =0,.,N arethe normalized entries X, =U,

W"i=1..,Lej=0,..N istheweight corresponding to the neuroni and entry j

1]

N
net] = ZWj'in j =1..,L areproduct of weightstimes entries

f'(net!) j=0,..,L with f(nety) =1 isthesigmoid function of the hidden layer.

l;, j=0,..,L arethe corresponding values of the sigmoid function I, =1

W?i=1..,M e j=0,..,L istheweight of the neuroni and entry j for the hidden layer.

1]

L
net; = ZV\/J-?Ii j =1,...,M are product of the weights times entries for the hidden layer.

fj°(net}“) j =1...,M isthevalue of the sigmoid function for the exit layer

Y;, J=1..,M arethe normalized exits of the net, obtained from the sigmoid function
f°() i=1...,M arethe denormalization functions of the exits

Z;, i=1..,M net exitsvalues
emax,,emin, kK =1..,N higher and lower value of the entries

smax,,smin, k =1,..,M higher and lower value of the exits
The procedure to obtain the expressions of the net sensitivity will now be described. Be

Z, = flb(Yl)
Z, = fzb(Yz)

Zy = be(YM)

(14)

By substituting the corresponding values for the functions f2(.), f°(.), f°(.), f"(), Eq.
(15) is obtained:

= ;[smax ‘ —smink] +smin
(15)

S 1l+exp
paak =1,.., M

k



where:

L N
V, = Zowk;’ fjh(ZWj'f f2U,)) paak=1..M (16)
1= =

The sensitivity factors will be calculated from Eq. (17):

0oz, 9z, 0z, O
U e 0

oz _ %ul au, U, g (17)
aU |:| ZM aZM ...... aZM E
Hou, ou, oU [

where each term of the sensitivity matrix is calculated in the form:

9z,
U,

_Vk
exp oV, (18)
(1+exp )% U,

= [smax , —smin ]

Manipulating the derivative term of Eg. (18) and taking into account Eq. (16), the
following expression is obtained:

OV _ 0 1o . njogh e nhsa
ou _6_Ui(Wko+JZ\WkifJ‘ (;Wji fi"(U)) (19)

By differentiating Eq. (20) and substituting that expression in Eq. (18), the Eq. (20) is
obtained, which allows to calculate the sensitivity factors starting from the net:

0 h h h 0
o @V QW5 QWiN 0
Lémax, —emin, emax . —emin emax ., —emin, U
BRl 12 R1 13 R1 10L EB lwh ! 2Wh 2 QNWh NB
Z, SRWS RWS - RWS OO QWoq QW5 2YoN 0
. . _ ; _ : _ - 0
aUI B : : : Bﬂamaxl ‘ emlnl emax2 ‘ emln2 emaxN ‘ emlnN 0
o QWL QW5 QWin g
&maxl —emlnl emax2 —em|n2 emaxN —emlnN H
with: (20)
N h
“CE W X))
i=0
Q=— k=1..L (21)
- (3 Wx))
2 )
QL+exp =0 )
_ - exp _
R, = (smax , —smin | ) k=1.,M (22)
k k -V, -
L+exp K)

L N
V, = Zwkj’ fj“(ij? f2U,)) parak=1.. M 23)
1= 1=



The Eq. (20) provides a linear form of the equation process, in the neighborhood of an
operation point (Ui) and it is valid for small variations in the process parameters. Notice that
the sensitivity factors are calculated directly from the network inputs and the net weights.

4. SIMULATION RESULTS

To asses the performance of the proposed representations, Alexander’s model (Alexander
1972) was used to generate a database for the cold rolling mill process. To obtain the data sets

for ANN training, the parameters variations were chosen as:h =+8%; h, =+3%);
U=%20%; t, =+30%;t, =+30%andy=+10%.Three different values were chosen for

each parameter resulting in 729 training sets.The load rolling was obtained through
Alexander's model and the roll gap by the elastic equations for the rolling mill, Eq. (6).
The nominal values of the parameters for the rolling process and rolling mill operation

were chosen as; hy= 5.0 mm; ho, = 3.6 mm; g = 1.846 mm; u = 0.12; t; = 9.098 kgf/mm?;

t,=0.441kgf/mm?; y =46.918 kgt/mm?; W = 500 mm; E=20,400 kgf/mm?; R = 292.1 mm;
M=500,000 kgf/mm ; P= 875.31tf and y = 26.138+ 47.742c %

The final weights for the hidden and output layers, with its polarization weight for the
rolling process and rolling mill operation are:
Case 1. Representation of the rolling process

(23472 07327 -1.6876 -0.0036 06561 -260320 [ sosi0n 0 -31772 -2.90640)
[39055 30808 -51249 -28544 -53232 -567727 U goall ) -0.0878 007085
D-84711 51503 6.1539 -15809 -43587 342190 [ _3goe7) L -00626 -00884] Wb‘.’as=§ 3.2107@
117508 0.2278-09994 -03439 01404 666745 [ sisss [ 01237 0.03065 2.886
U-84249 -0.2360 -55525 11302 24098 -514370 O 5go6l U 00126 004010
13983 16645 90436 0.0068 50951 -7.2585 0 1 .10687 [ 0.0767 -003407
wh = 53.4416 04525 8.6002 -6.6928 5.2036 1.8066% WbTas.B _725700 W° =B 0.0418 -0.01965
[-20861 06307 -0.6206 00006 08530 -185550 [ 024140 [ -24975 -2.23200
H-41920 05245-49311 73975 1353 668745  [.3grr7d 0 00412 -0.04377
(105998 3.1857 -4.8274 18625 -33112 -284620  [1-096630 0O -00568 0.03610
D38174 133082 -39206 -15036 -17811 069475 1 .58380 O 00205 000087
039012 -26002 05488 21261 -57294-570720 0 373170 O -0.528 013810
0 85121 -67925 -23503 28321 40080 -309017 [ -30087 ] -00468 0.06347

Figures 3 and 4 compare the results of the operation of the ANN trained with the data
obtained from Alexander's model. The global error was 0.039 after 555.000 iterations.
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Figure 3- Comparison between ANN and Alexander's Model (case 1) for Rolling Load
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Figure 4- Comparison between ANN and Alexander's Model (case 1) for Rolling Torque
For the nominal operating point, the error in the rolling load was 0.64% and in the rolling

torque 0.90%.
Case 2: Representation of the rolling mill operation

062010 94161 -17278 -02642 18475 13078 O 0-11.47840 0 05503 0.4083 O
i i il O U.17551 -2.1503
15230 -92425 -24238 00734 07813 -6.0229 8.9265 0 0
. 5 . . 0-0.9245 -0.196000 0 64599
(114365 -17120 12562 -02171 -0.6941 33125 O B 2.5654% o-o -0-19600 Wb‘.’asH 1 4106
5—0.2767 -8.3214 -55920 -0.2737 -3.3595 —0.8293% 0 109804 g-02976 02163 o
53.3504 52707 34006 00343 -05938 4.7363 B 0-1049110 U 4.2976 0.9087 O
(189832 39726 07990 97730 0909% 55016 0-15.1094 g 0.0021  0.0045
W'=[l61621 34810 7.4542 05558 -7.0447 -00006 [Wi, =5 53887 we =0 01479  0.1406C
48199 -3.2388 65208 -34559 -0.6086 89722 [ 0 -455200 0 01378 0.04800
F 08914 -82071 -7.6049 -01518 -22323 -15593 5 71306 5-1.1542 -0.00745
0-1.2378 -10.6099 -0.0338 00399 0.4850 -2.1458 O O 883760 0-6.4508 104700
83013 23521 5997 -81868 -40553 18826 o [ -04583[ H-00276 -0.01067]
0-1.4947 -11.9576 -1.6808 00733 0.7387 -4.2602 B B 8.77740 5-3.9372 2.4463%
[ 29411 48319 -115151 -15484 -4.0985 -4.2330 [ 0 25081; 0 01814 00746

Figures 5 and 6 compare the results of the operation of the ANN, trained with the data
obtained from Alexander's model. The global error was 0.040 after 330.000 iterations.
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Figure 5- Comparison between ANN and Alexander's Model (case 2) for Output Thickness
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Figure 6- Comparison between ANN and Alexander's Model (case 2) for Rolling Load

For the nominal operation point, the error in the output thickness was 0.06% and in the
rolling load 0.23%.

The representation of the rolling mill operation takes into account the strip width as a
dependent variable. Another form, that permits to consider the strip width as an independent
variable is Eq. (10), through the sensitivity factors and the neural network Eq. (4). Table 1
shows the nominal values for the sensitivity factors a the operation point, obtained by
differentiating the neural network previously trained (Eq. (20)). Table 2, shows the output
thickness obtained through the sensitivity factors for perturbations of 1, 3 e 5% in the
parameters. In this case, the output thickness is kept with an error below 0.50%.

Table 1. Sensitivity factors

5P 3P 5P 5P 5P 5P
Sh, oh, 3 St St Sy
49866 | -631.16 | 7909.25 | -86.56 -5.83 56.75

Table 2. Output thickness obtained through the sensitivity factors

Var %

|Err|

Var %

|Err|

h|H t |t | y|h|h|% h|H |t |t | y|h|h|%
ANN [ Alexander ANN | Alexander
0,0 | 500 | 0,12 | 0,441 | 9,098 | 46,918 | 3,600 | 3,590 | 0,28 8,825 3,601 | 3599 | 0,03
-10 | 4,95 3585 | 3572 | 0,36 9,371 3599 | 3591 | 0,22
+1,0 | 505 3,615 | 3623 | 0,22 45510 | 3,551 | 3550 | 0,03
0,119 3595 | 3588 | 0,19 48,26 | 3,647 | 3,632 | 041
0,121 3,605 | 3,602 | 0,08 -50 | 475 3524 | 3459 | 1,88
0,436 3,600 | 3599 | 0,03 +50 | 525 3,676 | 3,723 | 1,26
0,445 3599 | 3591 | 0,22 0,114 3571 | 3572 | 0,03
9,007 3,600 | 3597 | 0,08 0,126 3,629 | 3621 | 0,22
9,189 3599 | 3594 | 0,14 0,419 3,601 | 3598 | 0,06
46,449 | 3584 | 3582 | 0,06 0,463 3599 | 3592 | 0,19
47,387 | 3,616 | 3,606 | 0,28 8,643 3,602 | 3,602 | 0,00
-30 | 4,85 3554 | 3519 | 0,99 9,553 3,598 | 3589 | 0,28
+3,0| 515 3,646 | 3670 | 0,65 44572 | 3518 | 3530 | 0,34
0,116 3,581 | 3580 | 0,03 49,264 | 3,681 | 3,659 | 0,60
0,124 3,619 | 3613 | 0,17 -30 | 485 | 0116 | 0,428 | 8825 | 45510 | 3,487 | 3459 | 0,81
0,428 3,600 | 3599 | 0,03 +3,0| 515 | 0,124 | 0,454 | 9,371 | 48,326 | 3,713 | 3,733 | 0,54
0,454 3599 | 3591 | 0,22




In Table 2, for perturbations of 1% on the operational parameters, in the output thickness
the minimum error was 0.03% and maximum error was 0.59%. When the deviations in the
parameters increase to 3 and 5%, the error in the calculation of the output thickness is 2%.
This is so because the method of the differentiation of the neural network to obtain the
sensitivity factors behaves as Taylor's development (Zérate et. al. 1998b).

Notice that the smallest errors are present in the back tension, in the front tension and in
the average yield stress, because the sensitivity factors in these parameters are, in absolute
value, the smallest ones for the chosen operation point, as shown in Table 1.

4. CONCLUSIONS

In this paper two neural network and sensitivity factors based representations for the cold
rolling systems through Alexander's model, were presented. The results show the good
performance of both representations.

The calculated sensitivity factors were valid in the neighborhood of the operation point.
However, it was observed that the results behave satisfactorily, even for large deviations from
the operation point (Table 2). These neural network based representations can be used in on-
line control and supervision systems, since the computational effort of the representation by
neural networks and sensitivity factors is minimum (Zarate et.al. 1998c).
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